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Abstract. 

The maximum weight independent set problem for a general graph is NP-hard. But for some 
special classes of graphs, polynomial time algorithms do exist for solving it. Based on the divide- 
and-conquer strategy, Pawagi has presented an O(IVIlog[ VI) time algorithm for solving this problem 
on a tree. In this paper, we propose an O(IVI) time algorithm to improve Pawagi's result. The 
proposed algorithm is based on the dynamic programming strategy and is time optimal within a 
constant factor. 
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1. Introduction. 

Let G = (V,E) be an undirected finite graph where V denotes the set of 
vertices and E denotes the set of edges. If G is connected and acyclic, then 
it is called a tree. A subset I of V is called an independent set of G if no 
two vertices of ! are adjacent in G. Assume that a positive weight w(i) is 
associated with each vertex i. We define the weight w(1) of an independent set I 
to be the sum of the weights of all the vertices in I. That is, w(1) = ~i~lw(i). 
Further, an independent set is called a maximum weight independent set if it 
has maximum weight. Finding a maximum weight independent set in a general 
graph is NP-hard [1], But for some special classes of graphs [1], [2], [3] this 
problem is likely to be in P. Based on the divide-and-conquer strategy, 
Pawagi [3] has presented an O(IVtlogWl) time algorithm to find a maximum 
weight independent set in a tree, where I VJ denotes the cardinality of V. In this 
paper, we shall improve Pawagi's result. Our proposed algorithm is based on the 
dynamic programming strategy and needs only O(IVI) time. 
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2. An O(IVI) time algorithm. 

Let G be a tree and let T~ denote the subtree of G which is rooted at the 
vertex i. We define M(i) and M'(i} for each vertex i as follows. 

M(i) = max{w(I)lI is an independent set in T/and i~I  I 

m'(i) = max{w(I)ll is an independent set in T~ and i¢ I}. 

M(i) and M'(i) are the maximum weights of the independent sets in T~ that 
contain i, and do not contain i, respectively. These two values can be computed 
recursively by the following two equations: 

M(it = w(i)+ ~ M'(j) and M'(i)= ~max{M(j),M'(j)},  
J J 

where j is a child of i. Note that M(i) = w(i) and M'(i) = 0 for each leaf vertex i. 
In Figure 1, we give an example of a tree and the values of w(i), M(i), and 
M'(i) for each vertex i are listed in Table 1. 

Fig. 1. A n  example  of a tree. 

After computing M(i) and M'(i) for each vertex i, we can find a maximum 
weight independent set I by examining G, starting from the root  and going 
down to the leaves. The root is included in I" if M ( r o o t ) >  M'(root) and a 
nonroot vertex j is included in / if its parent is not in I and M(j) > M'(j). 
For example, the maximum weight independent set for the example of Figure 1 
is {A, E, F, G, L, M, N, I, J, K}. 

The following is an informal description of our algorithm. 
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Table 1. Data jbr the example of Figure 1. 

i w(i) 

A 6 
B 4 

C 8 
D 8 
E 5 
F 6 
G 2 
H 8 
I 3 

J 9 
K 7 
L 5 
M 4 
N 6 
O 2 

M(i) M'(i) 

53 
4 

23 
10 
5 
6 
2 
8 
3 
9 
7 
5 
4 
6 
2 

50 
11 

20 
16 
0 
0 
0 

15 
0 
2 
0 
0 
0 
0 
0 
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Alyorithm, Find a maximum weight independent set in a tree. 

phase 1. Compute M(i) and M'(i) for each vertex i, starting from the leaves 
and going up to the root. 
step 1. For each leaf vertex j, 

M(j)  ~ w(j) and M'(j) ~ O. 
step 2. For each nonleaf vertex i, 

m(i) ,-- w(i)+ ~ iM' ( j )  and 
m'(i) ~- ~jmax{m(j ) ,  M'(j)}, where j is a child of i. 

phase 2. Find a maximum weight independent set by examining the tree, starting 
from the root and going down to leaves. 

step 1. I *-~5. 
step 2. If M(root) > M'(root), I ~- I +  {root}. 
step 3. For each nonroot vertex j, 

I , -  I + {j}, if parent of j is not included in I and M(j)  > M'(j). 

In phase 1, both M(i) and M'(i) are computed for each vertex i. Also, each 
vertex is examined exactly once in phase 2. Thus, the time complexity of the 
proposed algorithm is O(IVI). 

3. Concluding remarks. 

In this paper we have proposed an O(IVI) time algorithm for solving the 
maximum weight independent set problem on a tree. Since there are at most 
t V I - 1  vertices in the independent set, this problem has a lower bound of 
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f2(jVj) time. Therefore, our proposed algorithm is time 
constant factor. 

optimal within a 
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